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Motivation: brain features come in
groups (aka brain regions). How to take
into account the group structure?
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Brain activations X € R"*”: mag- Behavioral scores Y € R"*%: self-reports
netic resonance imaging obtained during  assessing various aspects of reward-
a gambling task. related behaviors.
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n = 153 participants; p = 90,368 greyordinates; ¢ =9 scores

Modified correlation coefficient:
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CANONICAL CORRELATION ANALYSIS REGULARIZATION

Goal: given two random vectors Motivation: CCA doesn’t work for p > n
r=(x1,...,2p)and y = (y1,...,Yq)

Data structure:

Modified correlation coefficient: e K = 229 groups

maximize cor(a’z, 8'y) wrt. o, 8 o' Yxy

* p, = # features in group k
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Shrinkage property:

* canonical coefficients o and * «y — set of coefficients in group &
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GRCCA for (X,Y) is equivalent to
RCCA for (X, Y) where

Correlation coefficient:
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CCA optimization problem:
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’ 6 library(CCA)
S.t. OzTZXXa =3 rcc(X = activation, Y = behavior, lambdal = 18, lambdaz = @)
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Problem:

Yxx € RPXP
ﬁTZYYﬁ =1 Error: cannot allocate vector of size 62.1 Gb Yy € RPx4
Traceback:

are too large

. . 1 —1 1. rcc(X = activation, ¥ = behavior, lambdal = 18, lambda2 = 8) when
. 2 2
Solution: via SVD of X 5 X xy Y+ 2. var(X, na.rm = TRUE, use = "pairwise") p ~ 90K




