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Very often P(features) n(observations)
Example1 : DNA microarray data

(P)

↑

i

green : underexpressed red : overexpressed grey : missing
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Very often P(features) n(observations)
DExample2 : fMRI data ⑧ (P)
E

fMRI signal during emotion task
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Very often P(features) n(observations)
Example3 : text data

Bag of words (Bow) representation
(p)
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Whydo we care ?

· interpretability and visualization
· noise level

·Computational issues

· combinatories

Suppose we have n = 1000 patients andpsymtoms
/categorical : "Mild",

"moderate" "Severe")&

P

x, . . ..
n E 40

,
1
, 23 ,

each ic : takes one of 3" values

⑮3 1000/27 = 37 patients / symptom combination

⑮6 1000/729 = 1
. 4 patients / symptom combination

We need more observations to draw conclusions.



Whatelse ?

Many ML/ Stats methods are based on distances

between observations.

Example : impute missing values in the DNA data-

With the nearest neighbor.

#



Distance behaviour is wierd in high dimensions.~

① In high-dimensional space nobody
can hear you scream

Assume n= 100 points live in a cube (0, 11"

Op = 1 each observation takes /100 = 0. 01 of the length
i

.
C. 1% of the segment. ->%

-

Op = 2 each observation takes /100 = 0. 01 of the area

i
. e. a square of Size No = 0

.
1 = 10%

#



Op = 3 each observation takes /100 = 0. 01 of the volume

r 0
.
21 = 21 %i

. e. a cube of size" 0
.
01 =

·il

In general, to capture 1 % of #
the volume we need a hypercuse

o size=001 .

I
-

O The hypercuss
It

p > z
~

side is > 50 %.

(1/n)



② Orange peel
The ball of radius r is

B (r) = hxRP : /xIeErY
P

Suppose x, . .
. x "Unif (Bp()

Then the median distance from the
M >-

x,

Origin to the closest data point is 192

d(p,n) = (1 - (2)
*)Y

->
x,

We want to find r S
.

t.

P (min 11x: 12 > r) = E 3
i = 1 ... n

..... ............↑ (11x : /12<r) = Bill Where Voe(Bpri)= ⑥
j
->

- ↑
-

nu
L

P(11xill < r) = rP x,

P(min 11/2 > r) = P(Ix : 11 > r) = ( - rP)n = 2
i= 1. - n



If n = 100 then d(p, n) > 0.

5 for p > 7.
Thus

· most points are close to the boundary
· the points in high-dim . Space are isolated

↑
↑ ↑

:
pgrows

...
I

↑

f-



③ In high dimensions all distances are similar

x - Np(0, I) x = (e)
· E(1k2) = P

IE(1lx(P) =Ex) = p
. Ex = P

· Var (1lx(2) = 2 p

(var(llxi) = p . Var(x) = p . (Ex) - E(?)
-

3 72p
We can also show that :

IE(all)-r1= and var(11x1) = 2

That is, pack-o and the spread is bounded



If e,yNpo ,
I) then E (1(x -y(1) = 2p

IE (llx-y(1)= E(xi) - 2E(x : y :) + E(y() = 2p

Moreover,
1

IE (((x-y(1) - E1 =

p
and Var (11x-yl) = 3P

More formally,

1P((((x)l- rp1 = 2) = 2* &(0,
4)

E.g. When P3, 100 then IIIEE10
with probability 0

. 99.



& In high dimensions two random vectors are

Orthogonal.

Let x
, y -Nplo , 1) and a ERP is constant.

· E(<x,
a)) = 0 and var((x , a)) = 11 a 112

I
E((x

, a)) = a: E(xi) = 0

Var((x,a)) = a var()
= la112

· E((x,y)) = 0 and Var((x
, y)) = P

<x
, y) =((1x(+ 11y1- 11x-y(1) so

I E (x, y)) =1(p +p - 2p) = 0

Var ((x, y >) = p
. var(xy :) = prarki)Varlyi) = P



Combining B and ④
21k2 = PIP ly = p ==II

<x
,y) = 0 %

The cosine between cand y is

y-> 0 for p + &

Formally, 230 and p31

P(( >19)



Ifx-Nplo ,1) what is the distribution of i !
②p = 1 then

#2 sign unif Since
For general p, if c-Np(0,1) the density f(x) < e-ti

depend on the la but not the direction.

Moreover
,
for any G Orthogonal Px-N,0,

1) thus

Np10 ,1) is rotation invariant and so has the same

probability to point in any direction.

Thus &1 Unif (Sp-(1) where Sp- ,1) =Sx": 1/21 = 04



= ,
5 =

y
are uniform on a sphere S (1)

p-I ⑨

Y
Where Sp- (r) =GxR": 112211 = my · -

--

= 0 means + y ....
--------

In other words, in high dimensions
two random sy on a sphere are

Orthogonal

1/I 11 x-yll Lea
,4

-

x
,y- Np(0 , 1) = T p = O

e
, y-unif IS (1)) ! = E = OA-I = 1


